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Abstract. The use of similarity measures in various domains is corner-
stone for different tasks ranging from ontology alignment to information
retrieval. To this end, existing metrics can be classified into several cate-
gories among which lexical and semantic families of similarity measures
predominate but have rarely been combined to complete the aforemen-
tioned tasks. In this paper, we propose an original approach combining
lexical and ontology-based semantic similarity measures to improve the
evaluation of terms relatedness. We validate our approach through a set
of experiments based on a corpus of reference constructed by domain
experts of the medical field and further evaluate the impact of ontology
evolution on the used semantic similarity measures.
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1 Introduction

Measuring the similarity between terms is at the heart of many research inves-
tigations. In ontology matching, similarity measures are used to evaluate the
relatedness between concepts from different ontologies [9]. The outcomes are the
mappings between the ontologies, increasing the coverage of domain knowledge
and optimize semantic interoperability between information systems. In informa-
tion retrieval, similarity measures are used to evaluate the relatedness between
units of language (e.g., words, sentences, documents) to optimize search [39].
The literature of this domain reveals that several families of similarity measures
can be distinguished [17, 14] such as string-based, corpus-based, knowledge-based
metrics, etc. Lexical Similarity Measures (LSM) regroups the similarity families
that rely on syntactic or lexical aspects of the units of languages [29]. Such met-
rics are efficient to compare strings such as “Failure of the kidney” with “Kidney
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failure”. However, they do not capture very well the semantic similarity. For in-
stance, “Cancer” and “malignancy” can be totally disjointed from the lexical
point of view despite their closely related semantics. To overcome this barrier,
Semantic Similarity Measures (SSM) have been introduced. They exploit mean-
ing of terms to evaluate their similarity. This is done using two broad types of
semantic proxies: corpora of texts and ontologies.

The corpora proxy uses Information Content (IC-based) to observe the usage
of terms and determine the similarity based on the distribution of the words or
the co-occurrence of terms [25, 26]. The ontology proxy uses the intrinsic In-
formation Content (iIC-based) [17], where the structure of the ontology allows
calculating some semantic similarities [6]. Both proxies have been use in several
domains, but we are working mainly with ontologies and we focus our analysis on
SSM that are iIC-based. Although single similarity measures have been success-
fully used in many works, their combination remains under explored, especially
the couple LSM/iIC-based SSM. The goal of this work is not to propose another
similarity measure, but to demonstrate that weighted combination of existing
ones can improve the outcomes.

Our motivation for this work came from the observations, in our previous
work on semantic annotations and mappings adaptation [2, 3, 11], that few in-
formation is made available to understand how mappings and semantic annota-
tions were generated and how they are maintained over time. In order to propose
an automatic maintenance method for mappings and annotations [4], we search
for patterns that allow reasonable explanations for the selection of terms and
their relations. The similarity metrics became an essential tool for our approach.
We deal with datasets of mapping and annotations that were generated based
on very different methods (automatically and/or manually). We are interested
on finding a combination of methods that can better explain the reasoning be-
hind the generation/maintenance of mappings or annotations. The single method
(LSM or SSM) that we evaluated did not represent well the patterns that we
are looking for. Thus, we empirically evaluated the SSM×LSM combination and
we are presenting the outcomes of our research in this paper. Differently from
other comparative approaches that look for unifying methods or automatically
select the best single method for a specific task, the goal of our research was to
look for combinations of methods. Our ultimate goal is to define a procedure to
analyze the evolution of ontologies and collect relevant information to be used
to preserve the validity of annotations and mappings.

In this paper, we present a weighting method that combines LSM and ontology-
based SSM to evaluate the relatedness between terms (word or multi-token
terms) in order to improve the characterization of changes occurring in the on-
tology at evolution time. We based our solution on existing well known similarity
measures and evaluate it using a Gold standard corpus. Our iterative method
allows to find the best weights to associate to LSM and SSM respectively. In our
experiments we used datasets constructed by experts from the medical domain
[32]. It gathers scores given by domain experts on the relatedness between terms.
We proved the validity of our measure by first showing the correlation between
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the obtained values and the scores given by domain experts on the data of the
reference corpus using the Spearman’s rank correlation metric. We then use the
Fisher’s Z-Transformation to evaluate the added value of our metric with respect
to state-of-the-art similarity measures. Through this work, we are able to show:

– The added value of combining LSM and ontology-based SSM for measuring
term relatedness.

– The validity of the combination SSM×LSM with respect to experts score.
– The impact of the evolution of ontologies on the used SSM.
– The most suitable metrics and weights for SNOMED CT and MeSH.

The remainder of this article is structured as follows. Section 2 introduces the
various concepts needed to understand our approach. This includes the definition
of existing lexical and semantic similarity measures as well as the methods we
have followed to evaluate our work. Section 3 presents the related work. Section
4 describes our approach for combining lexical and semantic similarity measures
as well as our evaluation methodology while results are presented in Section
5. Section 6 discuss the results. Finally, Section 7 wraps up with concluding
remarks and outlines future work.

2 Background

In this section, we provide the necessary background information to under-
stand the notion tackled in this paper. We start by listing the studied LSM
and SSM. We then explain the Spearman’s rank correlation and the Fisher’s
Z-transformation formulas we have used in our experiments.

2.1 Lexical Similarity Measures

In our work, we introduced lexical similarity measures through various string-
based approaches. It consists in the analysis of the composition of two strings to
determine their similarity. Two types of approach can be distinguished: character-
based and term-based. The former denotes the comparison of two strings and
the quantification of the identified differences. The latter compares the differ-
ences between words composing the string. In our experiments, we have used the
12 following LSM: Levenshtein, Smith-Waterman, Jaccard, Cosine, Block Dis-
tance, Euclidean Distance, Longest Common Substring, Jaro-Winkler, LACP,
TF/IDF, AnnoMap [5] and Bigram.

2.2 Semantic Similarity Measures

Semantic similarity measures denote a family of metrics that rely on external
knowledge to evaluate the distance between terms from their meaning point of
view. It encompasses corpus-based metrics and ontology-based which [15]. In
this work, we put the stress on ontology-based approaches (iIC-based). We have
retained 11 SSMs following a deep literature survey. Table 1 hereafter contains



4 S. Cardoso et al.

the various semantic similarity measures that have been tested in our work. Table
2 refers to iIC-based methods. Note that the SSMs methods from Table 1 use
as input the outcomes of iIC-based methods. Thus, when presenting the results
we indicate the name of the SSM method as well as the iIC-based method used
as input.

Table 1. Used semantic similarity measures

SSM Description
Jiang Conrath [19] Similar to Resnik, it uses a corpus of documents in addition to

an ontology.
Feature Tversky
Ratio Model [40]

Considers the features of label to compute similarity between
different concepts, but the position of the concept in the ontology
is ignored. Common features tend to increase the similarity and
other features tend to decrease the similarity.

Tversky iIC Ratio
Model [8]
Lin [21] Similar to Resnik’s measure but uses a ratio instead of a differ-

enceLin GraSM [7]

Mazandu [23] Combination of node and edge properties of Gene Ontology
terms.

Jaccard iIC [16] It consists in the ratio between the intersection of two sets of
feature and the union of the same two sets.Jaccard 3W iIC [27]

Resnik GraSM [35]
See Table 2

Resnik [35]

Sim iIC [20] Exploits iIC of the Most Informative Common Ancestor of the
concepts to evaluate.

2.3 Spearman’s Rank Correlation

One of the objectives of this work is to experimentally show the complementar-
ity of LSM and ontology-based SSM to better evaluate the relatedness between
terms. Since we compared the results obtained experimentally with the score
assigned by domain experts, we need a method to evaluate their correlation.
Spearman’s Rank Correlation (cf. equation 1) is a statistical method that mea-
sures the coefficient strength of a linear relationship between paired data [34].
In other words, its verifies whether the values produced by automatic similarity
measures and scores given by domain specialists are correlated.

rs = 1−
6
∑

i di
n(n2 − 1)

(1)

In equation 1, di is the difference between the two ranks of each observation
and n is the number of observations.
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Table 2. Information Content based measures

iIC-based metrics Description

Resnik (normalized)
[12]

Based on the lowest common ancestor.

Sanchez [36] iIC of a concept is directly proportional to its number of taxo-
nomical subsumers and inversely proportional to the amount of
leaves of its hyponym tree.Sanchez adapted [36]

Seco [38] iIC is computed based on the number of hyponyms a concept
has in WordNet. This metric does not rely on corpus.

Zhou [41] iIC considers not only the hyponyms of each word sense in Word-
Net but also its depth in the hierarchy.

Harispe [16] Modification of [36] in order to authorize various non uniformity
of iICs among the leafs

Max depth non
linear [16]

iIC of a concept is directly computed based on the depth of the
concept.

Max depth linear
[16]

Ancestors Norm [16] iIC of a concept is computed based on the number of ancestors
of the concept.

2.4 Fisher’s Z-Transformation

Fisher’s Z-Transformation is a statistic method that allows us to verify whether
two nonzero’s Spearman’s rank coefficients are statistically different [34]. The
corresponding formula is:

z =
1

2
ln

(
1 + rs
1− rs

)
(2)

Through this normalization of Spearman’s rank coefficient we can assure
whether rs from an automatic similarity method Xi is better than a r′s from a
method Yi.

In order to compare various correlations, we have to apply the following
three-steps method:

– Conversion of rs and r′s to z1 and z2 by applying equation 2.
– Compute the probability value ρ ∈ 0 ≤ ρ ≤ 1 through equation 3, where
N1 and N2 are the number of elements in our dataset and erfc denotes the
complementary error function.

– Test the null assumption H0 : rs = r′s case ρ > 0.05 and vice versa. Never-
theless, it only can be performed when N , i.e., the number of paired data is
moderately large (N ≥ 10) to assure the statistical significance.

ρ = erfc

 |z1 − z2|
√

2
√

1
N1−3 + 1

N2−3

 (3)
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In consequence, a value smaller than 0,05 indicates that the two evaluated
measures are statistically different.

3 Related work

SSM and LSM have been widely used in order to evaluate the relatedness be-
tween terms specially in the biomedical domain. However, the combination of
LSM and ontology-based SSM has rarely been investigated. Relevant initiatives
were proposed in [32, 22] where authors have adapted WordNet based similar-
ity measures to the biomedical domain. Lord et al. [22] have focused on Gene
Ontology, a domain specific ontology, while Pedersen et al. [32] decided to be
more generic and have grounded their work on SNOMED CT and reinforce their
metrics with information derived from text corpora.

In the same line, the authors of [18] present a method for measuring the
semantic similarity of texts combining a corpus-based measure of semantic word
similarity and a normalized and modified version of the longest common sub-
sequence string matching algorithm. They further evaluate the proposed metric
on two well-accepted general corpus of text and show the added value of the
combination with respect to comparable existing similarity measures.

In [16], the authors have investigated a broad range of semantic similarity
measures to identify the core elements of the existing metrics with a particular
focus on ontology-based measures. They further came up with a framework aim-
ing at unifying the studied metrics and show the usability of the framework on
the same corpus that is used in the work of Petersen et al. [32].

Ben Aouicha and Hadj Taieb [1] exploit the structure of an ontology to
achieve a better semantic understanding of a concept. Their Information Content-
based semantic similarity measure consists in expressing the IC by weighting
each concept pertaining to the ancestors’ subgraph modeling the semantics of
a biomedical concept. They validated the added value of their work on three
datasets including the one we are using in this work [32].

The work presented in [37] classifies ontology-based semantic similarity mea-
sures. They distinguish between edge-counting approaches, Feature-based ap-
proaches and intrinsic content ones. Moreover, they defined another ontology-
based measure. Their metric considers as features the hierarchy of concepts
structuring the ontology in order to evaluate the amount of dissimilarity be-
tween concepts. In other words, they assume that a term can be semantically
different from other ones by comparing the set of concepts that subsume it.

Oliva et al. [29] have defined the SyMSS method consisting in assessing the
influence of the syntactic aspect of two sentences in calculating the similarity.
Sentences are expressed as a tree of syntactic dependences. It relies on the ob-
servation that a sentence is made up of the meaning of the words that compose
it as well as the syntactic links among them. The semantics of these words is
evaluated on WordNet that may be problematic for the biomedical domain since
WordNet does not contain specific medical terms.
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Ferreira et al. [13] defined a measure to evaluate the similarity between sen-
tences taking into account syntactic, lexical and semantic aspects of the sentence
and of the words composing it. In their work the semantics of words is obtained
by querying the FrameNet database and not via ontologies.

Similarity measures have also been used for ontology matching. In [28], the
authors have combined three kinds of different similarity measures: lexical-based,
structure-based, and semantic-based techniques as well as information in ontolo-
gies including names, labels, comments, relations and positions of concepts in
the hierarchy and integrating WordNet dictionary to align ontologies.

As shown in this section, existing work rarely consider the couple LSM/ontology-
based SSM to measure similarity between terms. Moreover, the only combination
that we have found exploit very specific or highly generic ontologies like GO and
WordNet which are not tailored to evaluate medical terms. In this work we are
proposing a combination of LSM/ontology-based SSM with ontology represent-
ing the medical domain at the right level of abstraction.

4 A new metric for measuring medical term similarity

In this section, we introduce the approach we propose to combine LSM and SSM
in order to measure the similarity between medical terms. We continue with the
description of the experimental setup we have defined to assess the added value
of the proposed combination.

4.1 Combining lexical and semantic similarity measures

As illustrated in section 3, ontology-based SSM and LSM have rarely been com-
bined to measure the similarity between medical terms. To this end, we propose
a new metric that combines ontology-based SSM and LSM as a weighted arith-
metic mean, see equation 4. It determines the similarity between labels of two
concept ci and cj by applying the mentioned similarity measures over two re-
spective concepts, e.g., C0035078:Renal failure ↔ C0035078:Kidney failure and
attributing weights to each similarity.

In equation 4, the values LSMscore and SSMscore represent the normalized
similarity scores given by metrics like Levenshtein and Resnik 1995 GraSM. The
variables α and τ are the weights, varying in the interval of [0.1, 1] with an
incremental step of 0.1. It allows to change the contribution of each measure to
calculate the final similarity. For instance, the configuration α = 0.8 and τ = 0.3
describe a situation where the semantic metrics are more precise than the Lexical
one, but the Lexical one also contributes to the final similarity value.

simi(ci, cj) =
(SSMscore(ci, cj) ∗ α) + (LSMscore(ci, cj) ∗ τ)

α+ τ
(4)
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4.2 Experimental assessment

To conduct an experimental evaluation of our new metric, we have designed a
method that is based on the use of standard terminologies and existing bench-
marks in order to compare our results with those generated using related work.

Terminologies

In our experiments, we have used Medical Subject Headings (MeSH) and Sys-
tematized Nomenclature of Medicine - Clinical Terms (SNOMED CT) to test
the SSM. These terminologies were extracted from the UMLS. Our experiments
have been done using the versions 2009AA to 2014AA (excluding the AB ver-
sions). In contrast to existing comparable approaches, we consider the evolution
of concepts.

Benchmarks

We have used the three datasets suggested by [24] to evaluate our approach.
We first used MayoSRS [31]. It contains 101 pairs of concept labels together
with a score assigned to each pair denoting their relatedness. The value of the
score, ranging from 0 to 10, is determined by domain experts. 0 represents a low
correlation while 10 denotes a strong one.

The second dataset we have used is a subset of MayoSRS [31] made up of 30
pairs of concept labels. For this dataset, a distinction is made between the two
categories of experts: coders and physicians and the values of the relatedness
score is ranging from 1 (unrelated) to 4 (almost synonymous).

The third dataset is the UMNSRS described in [30]. Bigger than the two
previous ones, it is composed of 725 concept label pairs whose similarity was
evaluated by four medical experts. The similarity score of each pair was given
experimentally by users based on a continuous scale ranging from 0 to 1500.

Experimental configuration

Our aims are twofold. First, to evaluate the capacity of our approach to im-
prove the similarity between pairs of concepts and second assess the stability of
SSMs over time (with respect to the evolution of implemented ontologies). In
consequence, we defined the three different configurations described hereafter:

– Setup 1 aims at verifying the stability of semantic measures over time. To
do so, we follow 3 steps: i) we prepared the gold standard and semantic
measures to be used for our experiments, e.g., dataset: MiniMayoSRS, SSM:
Jiang Conrath and iIC: Sanchez ii) we compute the similarity results using
consecutive versions of MeSH and SNOMED CT and, iii) We computed
and compared Fisher’s Z-Transformation to verify if the obtained results are
statistically different.
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– Setup 2 verifies the number of combinations (LSM × SSM) that outper-
forms the single use of LSM and SSM by making α and τ vary. For this
configuration we fixed the ontologies and then we grouped the results from
all datasets to verify how many combinations outperformed the single mea-
sures. This setup (dataset × ontology version × measures) has produced
25920 combinations. For the sake of readability, we only highlight the over-
all results and the top-10 cases in the following sections.

– Setup 3 aims at pointing out the best combinations of metrics over the
three datasets. To do so, we have tested two possibilities i) ranking with
respect to the ontology. In this case, we fixed the ontology and then we
analyzed the performance from all combined measures across the datasets.
Here we combined all results and rank them4. ii) Overall ranking regardless
of the ontology and datasets. In this step we combined the previous rank and
verified what measures have higher rank with lowest standard deviation.

5 Results

The results regarding the influence of ontology evolution on SSMs i.e., setup
1, can be observed in Table 3. For this experiments we only used the UMNSRS
dataset because, among all the datasets, UMNSRS was the only one to have
at least one Z-Fisher transformation value ρ ≤ 0.05, which is our threshold for
considering statistical difference between the SSMs over time. The first column
represent the iIC/SSM combination, the third column shows the versions of the
ontology that have been tested. To build this column, we have considered all
possible values of the set

{(i, j)|i, j ∈ {2009, 2010, 2011, 2012, 2013, 2014}, i < j}

The last column contains the Z-fisher transformation values obtained by com-
paring the computed iIC/SSMs and the similarity score between two terms given
by domain experts.

For a sake of readability we only show in the table the combinations for which
we obtained the highest Z-Fisher values (in green) as well as the lowest ones (in
red). As we never obtain a value below the 0.05 threshold, we can conclude that
there is no statistical difference between the value generated by any of the com-
bination which, in turn, demonstrate a stability of equation 4 with respect to
the used ontology versions. In consequence, we can conclude that SSMs are not
impacted by the evolution of the underlying ontology.

Regarding setup 2, i.e., the percentage of combinations that outperformed
the single SSMs, we observed that 5939 combinations from the 25920 possi-
bilities (23%) outperformed the single SSMs using SNOMED CT as ontology.
Concerning MeSH, only 5280 combinations from the 25920 possibilities (20%)
are better. For this set of experiments, we have used the three datasets as well

4 https://pandas.pydata.org/pandas-docs/version/0.21/generated/pandas.Series.rank.html
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Table 3. Stability of iIC/SSMs over time using UMNSRS dataset. We are considering
the ρ < 0.05 as statistical significance. The red color indicates the lowest Z-Fisher
values obtained in our experiments and the green indicates the highest ones.

iIC / SSM Measures Years Z-Fisher

Seco / Jiang Conrath 2009 - 2010 0.519871

Seco / Jiang Conrath 2010 - 2011 0.880821

Seco / Jiang Conrath 2010 - 2014 0.277042

Seco / Jiang Conrath 2011 - 2012 0.991348

Seco / Jiang Conrath 2012 - 2013 0.991341

Seco / Jiang Conrath 2013 - 2014 0.356598

Ancestors Norm / Resnik GraSM 2009 - 2010 0.69417

Ancestors Norm / Resnik GraSM 2010 - 2011 0.832429

Ancestors Norm / Resnik GraSM 2011 - 2012 1.0

Ancestors Norm / Resnik GraSM 2012 - 2013 1.0

Ancestors Norm / Resnik GraSM 2013 - 2014 0.793019

as all the mentioned ontology versions. This reveals a relatively low added value
of the random combination of LSM and SSM with respect to the single SSM.
However, when we analyzed the metrics separately, as depicted in Table 4,
we can observe that for few specific combinations, the results clearly outper-
form the single use of SSM. This is for instance the case for the combination
AnnoMap × Zhou/ResnikGraSM that is better in 91.667% of the case show-
ing a clear added value of combining LSM and SSM. Our experiments also show
that AnnoMap was the most frequent LSM that appears in the most valuable
combination. The similarity computed by AnnoMap [5], see equation 5, is based
on the combined similarity score from different string similarity functions, in par-
ticular TF/IDF, Trigram and LCS (longest common substring). The definition
of AnnoMap can explain our observations.

simAnnoMap = MAX(TF/IDF, TriGram,LCS) (5)

Table 5 shows combinations that do not improve the single use of SSMs at all.
We observed these poor results when we combined techniques that are not com-
plementary. For instance, Block distance, Jaccard and TF/IDF consider strings
as orthogonal spaces. When combined with iIC measures focused only in the
positioning of concepts in an ontology, the results are not improved (compared
with SSMs). Note that we are not pointing good or bad techniques, but we are
looking for good combination. A typical example is Sanchez (Normalized) that
is present in both tables 4 and 5, showing that, for instance, Block distance and
Lin do not improve the outcomes, but AnnoMap and Resnik do.

Regarding setup 3, i.e., the overall rank for the best combinations, we ex-
perimentally verified that our approach performed better than the single SSMs
regardless of the ontologies (here MeSH and SNOMED CT). We verified that
the best performing combination for MeSH is (AnnoMap × Seco/Jiang Conrath)
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Table 4. Percentage of Combinations that outperforms the classic SSMs

LSM iIC / SSM %

AnnoMap

Zhou / Resnik GraSM 91.6667
Resnik (Normalized) / Tversky iIC Ratio Model 91.6667

Seco / Tversky iIC Ratio Model 91.6667
Resnik (Normalized) / Resnik GraSM 87.5

Sanchez (Normalized) / Resnik 87.5
Seco / Resnik 87.5

Harispe / Jiang Conrath 87.5
Zhou / Resnik 87.5

Seco / Resnik GraSM 87.5
Sanchez (Normalized) / Resnik GraSM 87.5

Longest Common
Substring

Sanchez (Normalized) / Tversky iIC Ratio Model 87.5

AnnoMap Resnik (Normalized) / Resnik 87.5

Longest Common
Substring

Harispe / Jiang Conrath 83.3333

LACP Sanchez / Jian Conrath 83.3333

with α ∈ {0.8, 1} and τ ∈ {0.4, 0.5}. We also observed that this combination is
ranked in the top 3 best combinations but with different values for α and τ . For
SNOMED CT, another combination is ranked as the most performing one. In
the results the combination: (AnnoMap × Sanchez (Normalized)/Jiang Conrath)
with α = 1 and τ = 0.9 was ranked first. The same behavior was observed for
MeSH, where the top measure (AnnoMap × Seco/Jiang Conrath) with α = 0.8
and τ = 0.5 also appears in the top results.

The good performance of our approach is also observed when we combine all
the ontologies and dataset to produce the overall rank. The final rank remains
the same as we aimed at minimizing sum, average and standard deviation. In
our results, we observed that (AnnoMap × Seco/Jiang Conrath) with α = 0.8
and τ = 0.5 is ranked in the top-8 in MeSH. In our experiments, the combination
(AnnoMap × Seco/Jiang Conrath) with α = 0.8 and τ = 0.5 is therefore the
best one.

The main difference we have observed is regarding the UMNSRS dataset,
when we applied the combination (AnnoMap × Seco/Jiang Conrath) with α =
0.8 and τ = 0.5, the obtained similarity values were not greater than the single
SSMs. It is due to the low Spearman’s coefficient value obtained from the lexical
measure [-0.140, -0.113]. We observed that combinations using other measures,
for example, (LACP × Ancestors Norm/Lin GraSM) with α = 0.8 and τ = 0.1
show a Spearman’s score of 0.462, and performs better than the single best SSM
(0.456).
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Table 5. Combined measures that failed to outperform the classic ones

LSM iIC / SSM

Block distance
Resnik (Normalized) / Sim iIC

Sanchez (Normalized) / Lin

Levenshtein Max Linear / Mazandu

Bigram Ancestors Norm / Resnik

TF/IDF Ancestors Norm / Resnik GraSM

AnnoMap Ancestors Norm / Jiang Conrath

Jaccard
Sanchez / Jiang Conrath

Harispe / Mazandu

Longest Common
Substring

Ancestors Norm / Tversky iIC Ratio Norm

JaroWinkler Ancestors Norm / Resnik GraSM

LACP Ancestors Norm / Sim iIC

6 Discussion

The results of our experimental framework presented in section 5 demonstrated
that the combination of similarity measures, LSM × SSM formalized in equa-
tion 4, allows a better evaluation of medical terms relatedness. As explained in
section 3, very few existing work proposed to combine LSM and ontology-based
SSM. In this paper, we bridge this gap by showing experimentally that the cou-
ple LSM/ontology-based SSM is of added value for measuring the similarity of
medical terms. Our proposal even allow to tune the importance of both mea-
sures (LSM and SSM) with the α and τ parameters depending on the context
or on the used ontologies. As a result, when calculated using single SSMs, the
relatedness between Pain and Morphine (CUIs: C0030193 and C0026549) we
obtain a similarity score of 0.27 but with our approach the similarity score in-
creases to 0.56 which better correspond to the score given by domain specialists
in UMNSRS dataset.

Regarding the ratio of combinations that outperformed the single SSMs, we
verified that when utilizing LSMs which compare strings as a orthogonal plane,
like TF/IDF, Jaccard or Block distance; the Spearman’s Rank Correlation is
low. We believe that the reason for this lies in the loss of information contained
in the prefixed term, e.g.,“Renal failure” ↔ “Kidney failure”. When we verified
the scores obtained for the MiniMayoSRS dataset, i.e., (4.0), these terms were
classified as strongly related. Therefore, similarity measures should compute a
higher score for this pair. However, the mentioned methods only hits a maximum
similarity of 0.5 for Cosine and 0.33 for Jaccard. On the other hand, methods
like LACP, provides a similarity of 0.77 that matches the scores given by the
domain specialists and increases the Spearman’s Rank Correlation value. Similar
behavior was observed when using Ancestors Norm as iIC. It computes scores
according to the number of ancestors from a concept divided by the total number
of concepts of an ontology, i.e., iIC = nbAncestors(v)/nbConceptInOnto. Thus,
concepts with the same number of ancestors, but in different ontology regions will
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have the same iIC. This limitation can be overcome if such metrics also consider
sibling concepts. It plays a key role to determine the region of a concept in
an ontology and is widely utilized in other domains, e.g., ontology prediction,
mapping alignment as demonstrated in [33, 10].

Regarding the overall rank, we observed a significant difference in the rank
of the top measures for both ontologies. When we changed the dataset, the top
measures substantially dropped their rank from a dataset to another. Since we
verified that the three datasets do not contain many concepts having the same
label, UMNSRS is the one which has the most divergence between our scores
and those given by domain experts. We explain our observations as following: i)
the amount of cases to match with the domain specialties scores, around 175 in
UMNSRS and 30 in the others dataset; ii) as discussed in [30] and also verified
in our experiments, the relation similarity → relatedness is directional, i.e., the
terms that are similar are also related but not the opposite, e.g., the semantic
similarity of Sinemet↔Sinemet CUIs: C0023570 and C0006982 is 0.93, while
Pain↔Morphine CUIs: C0030193 and C0026549 is 0.27.

Finally, we verified that the used SSMs are not significantly impacted by the
evolution of underlying ontologies over time. However, the size of the datasets
and the number of impacted concepts they contain may moderate our conclusion.
We have seen that the percentage of impacted concepts in the dataset is 2,8%,
while the percentage of impacted concepts in an ontology region, i.e., subClass,
superClass and Siblings is 5.53%. Furthermore, the top-k combinations in our
overall rank, implement the measures most impacted by the ontology evolution
in setup 1. This result highlights that the evolution of the ontologies has a
role during the process of calculating the SSMs similarity. Thus, future work
on semantic similarity between ontology terms has to include other pairs of
impacted concepts in their dataset to verify if the stability of these measures
and the obtained rank will remain the same.

7 Conclusion

In this paper, we have introduced a method that combine lexical and ontology-
based semantic similarity measures to better evaluate medical terms relatedness.
We have evaluated it on three different and well-known datasets and have shown
that it outperformed single use of semantic similarity measure and contribute
to state-of-the-art as one of the first attempt to combine lexical and ontology-
based semantic similarity measures. We also demonstrated that our proposal is
not significantly affected by the evolution of underlying ontologies. In our future
work, we will further evaluate our approach using larger datasets and put this
metric in situation for maintaining semantic annotation impacted by ontology
evolution valid over time.
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